Chapter 5.1 – The Derivative of Exponential Functions, y = e x  
For the function 
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Examples:  Determine the derivatives of each of the following

a)  
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Example:  Determine the equation of the line tangent to 
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Chapter 5.2 – The Derivative of the General Exponential Function, y = b x  
Examples:  Determine the derivative of each of the following

a)  
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b)   
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Example 2 on page 238:  On January 1, 1850, the population of Goldrushtown was 50000.  The size of the population since then can be modeled by the function 
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, where t is the number of years since January 1, 1850.

a) What was the population of Goldrushtown on January 1, 1900

b) At what rate was the population of Goldrushtown changing on January 1, 1900?  Was it increasing or decreasing at that time?

Example:  The radioactive substance Chittlus Nicholasia decays exponentially.  The percent, P of the material left after t years is given by 
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a) What is the half-life of this substance?

b) How fast is the substance decaying when the half-life is reached?

Section 5.3 – Optimization Problems Involving Exponential Functions
The same basic method is used to answer these optimization problems as was used to answer optimization problems in our previous work.

1. understand the problem, and identify the quantities that can vary.  Then, determine a function in terms of one variable that represents the quantity to be optimized.

2. determine the domain of the function to be optimized, using the information given in the problem.

3. use the algorithm for finding extreme values to find the absolute maximum or minimum value of the function on the domain.

a. Find values of the independent variable where the derivative is zero or undefined, then calculate the value of the function at those values.

4. use your result from the previous step to answer the original problem

5. you might choose to sketch a graph

Example 1 from page 241:  The effectiveness of studying for an exam depends on how many hours a student studies.  Some experiments show that if the effectiveness, E, is put on a scale of 0 to 10, then 
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, where t is the number of hours spent studying for an examination.  If a student has up to 30 h for studying, how many hours are needed for maximum effectiveness?

Example 2 from page 242:  A mathematical consultant determines that the proportion of people who will have responded to the advertisement of a new product after it has been marketed for t days is given by 
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.  The area covered by the advertisement contains 10 million potential customers, and each response to the advertisement results in revenue to the company of $0.70 (on average), excluding the cost of advertising.  The advertising costs $30000 to produce and a further $5000 per day to run.

a) Determine 
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and interpret the result.

b) What percent of potential customers have responded after seven days of advertising?

c) Write the function P(t) that represents the average profit after t days of advertising.  What is the average profit after seven days?

d) For how many full days should the advertising campaign be run in order to maximize the average profit?  Assume an advertising budget of $200 000.
Proofs of Formulas for Differentiating Exponential Functions

We will prove that the derivative of 
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with respect to x is 
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.  To do this we will engage in a two step process.  In Part 1 we will prove that the derivative of 
[image: image15.wmf]x

ln

 with respect to x is 
[image: image16.wmf]x

1

.  Then, with that knowledge we will use implicit differentiation in Part 2 to show that the derivative of 
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 in Part 3, we will take that information and show that the derivative of 
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	Recall the following properties of logarithms for the proofs
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	Part 1→RTP:  
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Proof:
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Now, let
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*   *   *   *   *   *   *   *   *   *   *   *   *   *
Part 2→RTP:  
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Proof:
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Part 3→RTP: 
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Proof:
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analyze 
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� Because you’re worth it!  (
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